
Singularity  
Examples
User Workshop on Singularity on HPC
24.11.2021, MB



#2Agenda
● Introduction

– What is a container
– Difference to docker
– Security on HPC + MPI + Infiniband
– Building a container

● Hands on
– Build a container
– Modify a definition files / customized image

● Examples & Problems
– MPI
– Performance
– Cloud.sylabs.io
– Build service, overlay, signing, best practices



#3Singularity & MPI
● Use same Message Passing 

Interface (MPI) distribution 
and version within container 
as would be used outside the 
container.

● MPICH, OpenMPI, Intel MPI,...
● If using Infiniband (IB), 

install same OFED drivers 
and libraries inside the 
container as used on 
underlying HPC hardware.



#4Singularity & MPI
● Example in Singularity.ubuntu-18.04-OMPI-gcc
mpirun -np X singularity exec ubuntu-OMPI.sif /opt/mpitest

● Use the Host MPI (module load openmpi)
● Versions need to be feature compatible
● Slurm Job like this

#!/bin/bash

#SBATCH --job-name singularity-mpi

#SBATCH -N $NNODES # total number of nodes

#SBATCH --time=00:05:00 # Max execution time

module load singularity

module load openmpi

mpirun -n $NP singularity exec ompitest.sif /opt/mpitest

https://gitlab.phaidra.org/imgw/singularity/-/blob/master/definition-files/MPI/Singularity.ubuntu-18.04-OMPI-gcc


#5Singularity & GPUs
● Direct access, builtin
● --nv or --mroc



#6Performance

G. Hu, Y. Zhang and W. Chen, "Exploring the Performance of Singularity for High Performance Computing Scenarios," 2019 IEEE 21st International Conference on High Performance 
Computing and Communications; IEEE 17th International Conference on Smart City; IEEE 5th International Conference on Data Science and Systems (HPCC/SmartCity/DSS), 2019, pp. 
2587-2593, doi: 10.1109/HPCC/SmartCity/DSS.2019.00362.

CPU – Nodes - MP GPUs WRF

https://ieeexplore-ieee-org.uaccess.univie.ac.at/abstract/document/8855563


#7Security
● Admin can modify control over the system → 

HPC 👸
● User inside == user outside 👸
● Bind points, between Host and Guest
● No daemon processes (e.g. docker)



#8Sylab & Signing
● Library of containers
● Remote Builder
● Keystore to sign 

containers
● Making everything 

reproducible @science 



#9Workflow
● Develop
● Test
● Build
● Deploy
● Run
● Share 



#10Best Practices
● Use existing containers that you trust
● Add just enough to make your app work (--sandbox for 

debug, --writable)
● Do not try to fit everything into one
● Add documentation, versioning, git
● X11-Applications, can work too.
● Try to use an OS that is close to what you are running on
● Bind paths to your container @ runtime
● Consider a Build and Run container for faster turnaround
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Questions?
Singularity Workshop
Gitlab: https://gitlab.phaidra.org/imgw/singularity
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